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Abstract—For the instance search task, we are given a set
of query images with the corresponding textual meta-data and
objects masks to retrieve video shots containing query objects
from FLICKR video database. We extract meaningful regions
in the key-frames using Maximally Stable Extremal Regions
(MSER) and use SIFT descriptors for representation. We use
standard Bag of visual Word (BoW) model to represent database
images. Additionally, we crawled training images for each query
topic using the textual meta-data from Google and FLICKR
images databases to train a discriminative classifier using Support
Vector Machines (SVM). We use a discriminative model to re-
rank candidate images obtained by initial BoW search. The
experimental results demonstrates the efficacy of the overall
system. Finally, we highlight the need for domain adaptation
when the source and target domains are completely different.

I. INTRODUCTION

The aim of the instance search task is to retrieve video
shots containing a particular query topic that is specified
by multiple images, their associated masks marking the area
of interest, and a textual meta-data. Retrieving an object
in a database of images is a challenging task because an
object’s visual appearance may completely vary due to the
changes in viewpoint, scale changes, lighting, and occlusion.
For this reason, region extraction and descriptors are required
to be built with some degree of invariance to viewpoint and
illumination conditions.

TRECVID-2012 Instance Search task (INS) is a pilot task
that concentrates on evaluating several algorithms for video
object instance retrieval [6]. Videos shots are created from
FLICKR video database. Participants are given with twenty-
one query topics to retrieve from the given video database.
The given query images appear in one or more video shots
and the task is to retrieve video shots that contain the object
of interest.

In previous years, because of the missing labels in the
testing dataset, most of the participants used Bag of visual
Words model in combination with some form of nearest
neighbour search. In contrast, we used a combination of un-
supervised retrieval with a discriminative re-ranking strategy.
For supervised training, we crawled training examples from
Google and FLICKR image databases using the textual meta-
data available with query topics.

The rest of the paper is organized as follows: Section II
discusses the general framework for video object retrieval.

Section III discusses about discriminative re-ranking for im-
proving the retrieval task in an efficient manner. Section IV
demonstrates the results of experiments and finally we con-
clude in section V

II. VIDEO OBJECT RETRIEVAL WITH BAG OF VISUAL
WORDS

We follow the standard BoW retrieval framework described
in [9]. We retrieve key frames for the video database and
extract Maximally Stable Extremal Regions (MSER) [5] and
describe the regions using SIFT [4]. Finally, we represent the
images with Bag of Visual words model using the dictionary
trained from the TRECVID 2011 Instance Search task dataset
(BBC Videos). We retrieve similar images from the testing
database using chi-square distance matching and finally we
re-rank the candidate list using a discriminative classifier
trained from an auxiliary dataset. Figure II shows the complete
framework used for the instance search task. Rest of this
section explains each of the above mentioned steps in detail
and discriminative re-ranking is explained in section III.

A. Key-frame Extraction

We extracted key-frames in the training dataset (BBC videos
from 2011 task) using the FFMPEG utility. For the test dataset,
we sampled images every 15 frames and the test database
consisted of 223, 141 key-frame images.

B. Region Extraction and Feature Descriptors

For every image in the training and testing databases, we
extracted Maximally Stable Extremal Regions as described in
[5]. These are the regions for which the area is approximately
stationary as the intensity threshold is varied. We used SIFT
descriptors to represent each of these extracted regions.

C. Codebook Generation

For generating codebook from the training images, we
randomly chose one million SIFT descriptors extracted from
various regions in the entire training database. We used ap-
proximate k-means clustering along with the stop list criteria
to obtain the final codebook.
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Fig. 1. Video object retrieval with discriminative re-ranking framework.

1) Approximate k-means Clustering: In typical k-means
clustering algorithm, a great amount of computation time
is spent in finding distances between the points and cluster
centres. In approximate k-means clustering, an approximate
neighbour method using k-d tree data structure is used [7].
The algorithm complexity of a single k-means iteration is
reduced considerably. For our computation, we chose a larger
dictionary size (K = 10, 000) for a better performance.

2) Stop List Criteria: Using a stop list strategy the most
frequent words that occur in most of the images are discarded.
These are the noisy features that do not provide any useful
information. In addition to this, we also removed least fre-
quently occurring features from the codebook list. For our
experiments, we discarded top 5% and bottom 10% of the
codebooks entries. We finally ended up with a codebook size
of K = 8, 500.

D. Retrieval

We represented each image by a normalized histogram using
the codebook obtained from the training dataset (BBC Videos).
For a given query image we computed the BoW model using a
similar strategy and compared with the database images using
Chi-square and Histogram intersection metrics [3]. We ordered
images based on the matching score. Since the query image
and database images vary to a great extent, we performed a
discriminative re-ranking to enhance the performance of the
retrieval as discussed in section III.

III. DISCRIMINATIVE RE-RANKING

In the given test dataset, the object might appear in arbitrary
location and undergo arbitrary distortion and transformation
when compared to the query images. Hence in order to fully
capture the query object characteristics, we need some form
of query expansion or re-ranking mechanism [1]. We adopt a
discriminative re-ranking mechanism by modelling the query
object characteristics explicitly using the images obtained from
the internet in an offline manner.

A. Crawling Training Images

Using the textual meta-data available with the query images,
we auto-crawled 200-300 images per topic from the Google
and FLICKR image databases.

B. Discriminative Learning

With the images obtained from the web, we first extracted
Dense SIFT for every image and then formed PHOW descrip-
tors [2]. We encoded the PHOW descriptor using homoge-
neous kernel mapping. Finally, we trained a linear classifier
“1 v/s all” classifier using SVM with the Pegasos solver [8].
We classified all the key frames using the model learned for
query type and associated a likelihood score. We used this
score to re-rank the candidate list obtained from BoW model
based retrieval. Rest of this section explains each of the above
mentioned steps in detail.

1) Feature Extraction: We extracted dense SIFT feature
with a step size = 4 pixels i.e. the grid at which features
are extracted. We used k-means clustering to generate a



Scores

1000 2000 3000 4000

BaldachinInSaintPeters Basilica
Brooklynbridgetower

CocaColaLogo
EiffelTower

EmpireStateBuilding
GoldenGateBridge

HagiaSophiaInterior
HooverDamExterior

LeshanGiantBuddha
LondonUndergroundLogo

McDonaldArches
MercedesStar

OneWorldTradeCenterBuilding
PantheonInterior
PepsiLogoCircle

PragueCastle
PumaSymbol

StephenColbert
StoneHenge

USCapitolExterior
WillisTower

Confusion matrix (72.62 % accuracy)

5 10 15 20

2

4

6

8

10

12

14

16

18

20

Fig. 2. Classification scores and the corresponding confusion matrix for
different query topics obtained using SVM classifier on PHOW representation.

codebook of size C= 300. The PHOW features are a variant
of dense SIFT descriptors, extracted at multiple scales [2].
Additionally, for another set of experiments, a color version,
named PHOW-color, we extracted descriptors on the three
HSV image channels and stacked them together. For the color
version, we used a step size of 7 pixels to extract dense SIFT
feature.

2) Homogeneous Kernel Mapping: The homogeneous ker-
nel map is a finite dimensional linear approximation of ho-
mogeneous kernels, including the intersection, chi-square, and
Jensen-Shannon kernels [10]. These kernels are particularly
useful for descriptors represented using histogram. For our
experiments, we used a chi-square kernel.

3) Linear Support Vector Machine Classifier: We trained
a linear SVM classifier using the Pegasos solver described in
[8]. Pegasos is a simple and efficient iterative algorithm for the
solving the optimization problem for SVM. The run-time of
the solver does not depend on the size of the training dataset
and hence it can be scaled to large datasets easily. We used
chi-square kernel with homogeneity of kernel set to 0.5. In
our experiments, we used two different classifiers trained on
gray scale PHOW and a color version of it (HSV). Figures
2 and 3 show the classification scores and confusion matrix
for different query topics for the two discriminative models
trained from the internet images.

4) Off-line Classification: Since the model is trained by
querying images from the internet using the textual meta-data,
we reduced the runtime for retrieval by classifying each of the
key frames using the model learned for all 21 query types in
an off-line manner.

IV. EXPERIMENTS

For TRECVID evaluation, we submitted three runs and each
of the runs is discussed in detail in the following sub sections.
Figure 4 shows number of hits per 1000 candidates retrieved
for various runs compared to ground truth (gt) used for
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Fig. 3. Classification scores and the corresponding confusion matrix for
different query topics obtained using SVM classifier on color based PHOW
representation.

evaluation. As seen in figure 4, all three runs perform equally
well for global location based queries such as 9051, 9052 etc.

A. Run-1: BoW with Chi-square distance

For the first set of experiments, we used the Bag of
visual words model with Chi-square distance for matching
the given query images with key-frames in the test database
and re-ranked using the classification scores obtained by SVM
classifier trained on internet images. We combined the unique
results from different sub-queries and ordered them based on
the matching scores. Figure 5 shows the number of hits per
1000 candidates retrieved for run-1 versus the ground truth (gt)
and the best result (best). Since the BoW is a global model,
it is well suited for location based queries. We attribute the
difference in performance compared to the best performance
to the way in which the key-frame extraction is done. Since
we extracted only 3 key-frames per video shot, we might have
missed some object instances that appear for a small number
of frames in a given video shot.

B. Run 2: BoW with Chi-square distance + SVM on Color
PHOW

For the second set of experiments, we used the Bag of
visual words model with Chi-square distance for matching
the given query images with the key-frames in the database
and re-ranked using the classification scores obtained by
SVM classifier trained on internet images. We combined the
unique results from different sub-queries for each topic and
ordered them based on the matching scores. Figure 6 shows
Average Precision for different queries (topics). Interestingly,
one would expect the discriminative model trained on an
exemplary dataset would perform well on the test dataset,
however, due to inherent difference in feature distribution,
learned model does not fair so well in the test dataset.
Compared to run-1, for query 9048 (Mercedes star logo), run-
2 performs well due to the context information used while



Fig. 4. Number of hits at the depth of 1000 images for Run-1, Run-2 and Run-3 compared to the ground truth (gt). Best in color.

Fig. 5. Number of hits at the depth of 1000 images for Run-1 compared to
the ground truth (gt) and the best for the selected query topic

learning the discriminative model. Figure 7 illustrates how the
context information is helpful in improving the retrieval using
discriminative re-ranking.

C. Run 3: BoW with Histogram Intersection + SVM trained
on PHOW

For the third set of experiments, we used the Bag of visual
words model with Chi-square distance for matching the given

Training Samples From the Internet

Candidates Retrieved from Test Dataset

Fig. 7. Top row shows some of the training images crawled from for learning
the discriminative classifier. Bottom row shows some of the retrieved images
at a depth of 1000. As seen, the contextual information plays a major role in
improving the accuracy.

query images with the key-frames in the database and re-
ranked using the classification scores obtained by SVM clas-
sifier trained on internet images with color PHOW features.
Results obtained from run-3 are similar to that of run-2 since
the discriminative model learned from the internet images did
not adapt well in the test domain.



Fig. 6. Shows mean average precision obtained for different topics with Run-2.

V. CONCLUSION

For the instance search task, a bag of visual words model
(BOW) based retrieval strategy is effectively coupled with
discriminative linear classifiers for re-ranking. The training
dataset from 2011 instance search task is used for learning
the dictionary and the learned dictionary is used on the
test dataset for obtaining the image descriptors. Because of
the missing labels in the test dataset, we crawled additional
training images from Google and FLICKR image databases
using textual meta-data available along with query images to
train a linear classifier using Support Vector Classifier (SVM).
The classification margin is used for scoring the query class
likelihood for every key-frame image sampled from the video
shots.

Initial list of candidate images are retrieved using BOW
model and chi-square distance metric, and then SVM clas-
sifier learned from the internet images is used to re-rank
the candidates. In order to reduce the overall retrieval time,
linear classifiers are run against the test database in an offline
manner. Experimental results show better performance for
global queries that occupy considerable portion of the image
plane. Also, due to inherent differences in the data distributions
of the training and test datasets, the discriminative model
learned from web images did not perform as good as it
performed on the training source domain. In the future, we
plan to perform further research on Domain adaptation i.e.
how to transfer models from the source domain to the target
domain automatically.
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